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ABSTRACT: In this paper unknown input observer using projection operator method  is used to estimate five states of 
the fifth order lateral axis model of L-1011 system in discrete domain. Discrete reduced order UI observer is used to 
estimate the states of the system in noiseless and noisy environment. Kalman filter has been designed to estimate the 
state of L-1011  system when noise is considered. Finally error between the actual and estimated states of the system by 
UI observer and Kalman filter i.e performance of both are compared. It has been shown that Kalman filter is good 
estimator than UI observer in noisy environment in respect of estimation. The simulations have been done using  
MATLAB and SIMULINK Toolbox & the results of the simulations have been displayed in this paper. 
 
KEYWORDS: Unknown input observer (UIO), projection operator method, Estimated state, Estimated error,  Kalman 
filter. 
 

I.INTRODUCTION 
 

Observer and Kalman filter is widely used in estimation of different linear and non linear systems.  Many authors have 
designed unknown input observer in different approach and  Kalman filter  for estimation of linear and non linear 
systems. Over the past three decades, many significant works have been carried out on the construction of observers for 
linear and  nonlinear systems in the control systems literature[1-15].The observer was first proposed and developed by 
Luenberger in the early sixties of the last century [1][2][4].Full order and reduced order observer was introduced to 
estimate the states of the linear and non linear systems[12][16].Sliding mode observer were proposed for uncertain 
systems[7][13][14]. Later, Sliding mode observer was introduced for fault detection and isolation [14-15]. Observers 
for systems with unknown inputs has  an  important  role in robust model-based fault detection [14][15].Alexander 
Stotsky and Ilya Kolmanovsky designed an observer to estimate the unknown input from available state measurements 
in automotive control application [18]. Talel. Bessaoudi, Karim Khemiri, Faycal. Ben Hmida and Moncef. Gossa [19] 
estimate the unknown input and states of a linear discrete time systems using recursive least-square 
approach.Estimation of states and unknown input of a nonlinear communication system has been addressed 
[20].Kalyana C. Veluvolu and Soh Yeng Chai designed a high gain observer with multiple sliding mode for state and 
unknown input estimations[21]. Simultaneous estimation [22] of states and unknown input for a class of nonlinear 
systems has been proposed by Q. P. Ha and H. Trinh. Thierry Floquet and Jean-Pierre Barbot designed a state and 
unknown input delayed estimator for discrete-time linear systems [23]. Abhijit Banerjee and Prof. G. Das [24] used the 
reduced order observer [26] to estimate the unknown input of a linear time invariant system. Ashis De, Abhijit. 
Banerjee and Prof. G. Das [25] estimate the unknown input of an LTI system using full order observer constructed by 
the method of generalized matrix inverse [27]. 
  
In 1960, R.E. Kalman published his famous paper [28] describing a recursive solution to the discrete-data linear 
filtering problem. Since then,the Kalman filter has been the subject of extensive research and application, particularly 
in the area of autonomous or assisted navigation.Many researchers are using different Kalman filter like Discrete 
Kalman filter  Extended Kalman filter[31] ,Unscented Kalman for estimation of tracking[31-32],  military system, 
flight control system, Image and video tracking in a real time system etc.The filter is said to be very powerful as it can 
estimate the state of a process even when the precise model of the system is unknown. A Kalman filter is simply an 
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optimal recursive data processing algorithm that blends all available information, including measurement outputs, prior 
knowledge about the system and measuring sensors, to estimate the state variables in such a manner that the error is 
statistically minimized In practice, linear equation system with white Gaussian noises is commonly taken as the 
standard model of a Kalman filter.  
 
Stefen Hui and Stanislaw H. Zak  [17] designed both unknown input full order and reduced order observer using 
projection operator method  in continuous domain. They did not estimate the states of the L-1101system in noisy 
environment. In this paper a discrete reduced order UI observer using projection operator has been designed to estimate 
the states of L-1011 system in noisy environment. Also discrete Kalman filter is used to estimate the states. Finally 
accuracy in estimation by discrete Kalman filter and observer is compared.  
 

II. SYSTEM’S MODEL AND DESCRIPTION 
  
The fifth order linear system representing the lateral axis model of an L-1011 fixed wing aircraft with actuator 
dynamics removed are given below .Where the state vector is represented by  

 x = 

⎣
⎢
⎢
⎢
⎡
 ∅ 
 r
 p
ߚ

 x5

 

⎦
⎥
⎥
⎥
⎤
 ,     and the output vector y =     ൦

 rw0 
 p
ߚ 
∅

 ൪ ,     and  inputs are  u =ቂ δr 
 δa ቃ 

where    x1 =      bank angle (rad/sec) , x2 =  r   yaw rate  (rad/sec  , x3 =  p   roll rate (rad/sec)  , x4 =  ߚ   side slip-
angle(rad)   , x5 =  x5 = rw0 washed out filter state  and  δr = rudder deflection (rad) and δr = aileron deflection(rad). 
State space model  of the system is given below.System dynamic is given in state space form.            
State space model  of the system is given below……… 
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0 0
0
0
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0
0
0

቏    and   u =ቂ δr 
 δa ቃ= ൤ cos (t) 

 sin (t)  ൨  ,[Edward & Spurgeon,1998].L-1011 aircraft, accelerated to speeds up to 

Mach 8 and reaching altitudes up to 250,000 feet, and land horizontally on a conventional runway. It has a wing span of 
27.7 feet and is 58.3 feet long. 
                                                                                 

III.DISCRETISED MODEL OF REDUCED ORDER UNKNOWN INPUT OBSERVER 
 

At first the continuous fifth order lateral axis model of L-1101  system  and  reduced order unknown input observer are 
discretized .This discrete UI observer is used to estimate the state of discrete  system ( fifth order lateral axis model  of 
L-1011 system).Firstly it is applied on the system to estimate the state in  noisy and without noisy condition. Here it has 
been seen that Sampling time is taken 0.01 sec during discretisation .Dynamic Model of the discretised  L-1011 system  
and  reduced order unknown input observer using projection operator is given below respectively . 
 X(k+1) = Ad x(k) + Bd u(k) and Y (k) = Cd x (k) + Dd   u (k);  Where  
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Ad=

⎣
⎢
⎢
⎢
⎡

0.999999966646304  0.009950166243758  0.000013262528563 −0.000258967357455 0
 0.000002969618595      0.998384547052746  −0.000041770538696           0.015379841430060  0

  −0.000009996139998   0.002733480453322 0.990049822390134 −0.051690140992730  0
0.000385764426413   −0.009946261240631 −0.000000852143948  0.998754132989085      0
0.000000004944266 0.004983551573978  −0.000000104447503  0.000038402517205 1⎦

⎥
⎥
⎥
⎤
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And    dynamic equation of discrete UI observer is given below.       
 ෤(k) + Bod y (k)ݍ ෤ (k+1) = Aodݍ                                                  
                                          and    ݔ෤(k) = Cod ݍ෤(k) + Dod y (k).Where   

Aod =൥
0.960724895896308 −0.000005540109893 −0.000551041617000
0.031548097794723 1.001211023563811 0.194997678868215

 −0.006409042821049  −0.007889416261743  0.920527604419405
 ൩ 

 

Bod  =  ൥
 0.000017892855914  0.009802312198314 0.009802312198314 0.039274995644921 
−0.007406793381045   −0.001985059312629 −0.184840608514068 −0.031524967621032
−0.007445039874473 −0.000007592805218 0.078387069197824 0.006779606505902
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−0.0265 0.0008 0.0007 0.0000
0.0000 0.0000 0.0000 0.0000⎦

⎥
⎥
⎥
⎤
 

 
 

IV. SIMULATION RESULT (WITHOUT NOISE) 
 

 Actual state  and estimated state by UI observer using projection operator method [1] and error are shown below 
 

 
 

Fig.1:Discrete time k vs Actual bank angle x1 and Estimated state bank angle by UI observer (rad/sec) 
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Fig.2: Discrete time k vs Actual  yaw rate x2 and Estimated state yaw rate by UI observer(rad/sec) 
 

 
 

Fig.3.: Discrete time k vs Actual  roll  rate x3 and Estimated roll rate by UI observer(rad/sec) 
 

 

 
 

.Fig..4: Discrete time k vs Actual Side slip angle x4 and Estimated side slip angle  by UI observer(rad) 
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Fig..5: Discrete time k vs Actual washed out filter state x5and Estimated washed out filter state by UI observer. 
 

V.ESTIMATION BY REDUCED ORDER UI OBSERVER WHEN NOISE IS INTRODUCED IN THE 
SYSTEM 

 
All systems are affected by unwanted noise that changes the actual output or actual state. Here it is assumed that the 
noise that is introduced with the system (Fifth order lateral axis model of L-1011) is zero mean white Gaussian in 
nature.UIO is applied on noisy system to estimate state of the system.  

 
VII. SIMULATION RESULT (IN NOISY ENVIRONMENT) 

 
  Actual state of the noisy  system  estimated state by reduced order observer using projection operator method in 
discrete domain has been shown in below  
  

    
Fig.6:Discrete time k vs Actual bank angle x1 and Estimated state bank angle by UI observer (rad/sec) 

 

  
Fig7: Discrete time k vs Actual  yaw rate x2 and Estimated state yaw rate by UI observer(rad/sec) 
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Fig.8: Discrete time k vs Actual  roll  rate x3 and Estimated roll rate by UI observer(rad/sec) 

 

 
.Fig..9: Discrete time k vs Actual Side slip angle x4 and Estimated side slip angle  by UI observer(rad) 

 

 
Fig..10: Discrete time k vs Actual washed out filter state x5and Estimated washed out filter state by UI observer. 

 
VII. STATE ESTIMATION BY  DISCRETE  KALMAN  FILTER 

 
The Kalman filter is a mathematical method named after Rudolf E. Kalman.The Kalman filter produces estimates of the 
true values of measurements and their associated calculated values by predicting a value, estimating the uncertainty of 
the predicted value, and computing a weighted average of the predicted value and the measured value. Weight is 
chosen such that uncertainty is minimum. It is an essential part of development part of space and military technology. 
The Kalman filter is very important tool which is used to estimate the state of noisy linear dynamic system, described 
in state space form. It provides a recursive solution to the linear optimal filtering problem. It can be applied in 
stationary and non stationary environments. The solution is recursive in that each updated estimate of the state is 
computed from the previous estimate and the new input data, so only the previous estimate requires memory. In this 
case it is essential to store only the previous estimate instead of storing entire past state.Kalman filter is 
computationally more efficient than computing the estimate directly from the entire past observed data at each step of 
the filtering process.The state is the least amount of data on the past behavior of the system that is needed to predict its 
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future behavior.Typically, the state xk is unknown. To estimate it, we use a set of observed data, denoted by the vector 
yk.Process equation can be written as       
             
                                                                                 x(k+1)= Φ(k) x(k) + Bu(k) + wk 
 
Where   Φk  is the state transition matrix of nxn dimension  taking the state xk from time k to time k + 1. The process 
noise wk is assumed to be additive, white,and Gaussian, with zero mean    wk ~ N(0,Q),  Where  Q process noise 
covarinace matrix. and with process noise covariance matrix defined by  E(wn* wT

k) = Qk  when  n=k otherwise zero. 
Measurement equation can be written as          

Zk=Hxk+vk 
                                      
where,  vk  is the measurement   noise of m x 1 vector which is denoted by   vk~N(0,R)  where R measurement noise 
covariance matrix.   xk 

=  n×1 process state vector at time tk.  zk = m × 1 measurement at time tk    and     C = Output 
matrix. Kalman Filter estimate state in two phase one is predict and another is update .Predict Equations and update 
equations are given below.  In predict phase it uses the state estimate from the previous time step to produce an 
estimate of the state at the current time step.  
 
Predicted state (a priori state)   : 

kx̂ =A 1ˆ kx +B u k-1 And predicted(a priori state) error covariance  P-
k=APk-1 Á+Q  

 
The current a priori prediction is combined with current observation information to refine the state estimate. This 
improved estimate is termed as posteriori state estimate.   Typically, the two phases alternate, with the prediction 
advancing the state until the next scheduled observation and the update incorporating the observation.Updates 
equations are given below.. 
 
Measurement residuals:  ky~ =Zk-H


kx̂  and innovation (or residual) covariance :      Sk=HPk

 -
  H́+R 

Optimal Kalman gain:     Kk= P-
kH́ Sk

-1     and Updated (a posteriori) state estimate:  kk xx ˆˆ +Kk ky~   
 
Updated  estimate covariance: Pk= (I-KkH)P-

k   .This covariance is applicable only for   optimal Kalman Gain KK .  
The update covariance (posteriori)    Pk=(I-KkH)P-

k(I-Kk-H)́+KkRḰ k 

 
VIII.   ESTIMATION BY KALMAN FILTER 

 
The discrete Kalman filter is applied on noisy fifth order lateral axis model o  L-1011 system to estimate the state of the 
system. Here it is assumed  zero mean white Gaussian noise is mixed with  system and  output equation .It means 
process noise Wk and measurement noise Vk   all are zero mean white  Gaussian noise. So process noise Wk  and 
measurement noise Vk  can be represented as  Wk ~N(0,Qk)  and    Vk ~N(0,Rk) Where Qk  is process noise covariance 
matrix and Rk   measurement noise covariance matrix.It is assumed that process noise covariance matrix Qk  and 
measurement noise covariance matrix Rk   is identity matrix. The value of  Qk and Rk  is given below. 
 

Qk =  

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

   and  Rk = ൦
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

൪  and  initial value of error covariance matrix is  P(0) =   

⎣
⎢
⎢
⎢
⎡
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1⎦

⎥
⎥
⎥
⎤

   and the  initial estimated state by kalman filter  is ݔ෤(0) = 

⎣
⎢
⎢
⎢
⎡
0
0
0
0
0⎦
⎥
⎥
⎥
⎤
.  
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IX. SIMULATION RESULTS 
 

Kalman filter is applied to estimate the states of the noisy system.Actual State and estimated states are shown in figure. 

   
Fig.11:Discrete time k vs Actual bank angle x1 and Estimated state bank angle by Kalman Filter(rad/sec) 

 

 
Fig12: Discrete time k vs Actual  yaw rate x2 and Estimated state yaw rate by Kalman Filter(rad/sec) 

 

    
Fig.13: Discrete time k vs Actual  roll  rate x3 and Estimated roll rate by Kalman Filter(rad/sec) 

 

 
Fig.14: Discrete time k vs Actual Side slip angle x4 and Estimated side slip angle  by Kalman Filter(rad)        
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Fig.15: Discrete time k vs Actual washed out filter state x5and Estimated washed out filter state by Kalman Filter.  

 
X.COMPARISON   OF ESTIMATED ERROR   BETWEEN KALMAN FILTER AND UI OBSERVER 

(PROJECTION OPERATOR METHOD) 
 

In this thesis the comparison of Kalman Filter and Unknown Input Observer is shown. These Two techniques ie 
discrete Kalman Filter and discretised Unknown Input Observer (using projection operator approach) are applied on a 
same noisy system to estimate   the state of the system.   These two techniques are applied on the fifth-order lateral axis 
model of an L-1011 fixed wing aircraft model. Here it is considered that  zero mean white Gaussian noise  is introduced  
to the system .First Unknown Input observer and secondly Kalman Filter is applied on same the noisy system to 
estimate the  state   and hence   estimated error is calculated for each cases .Estimated state  error by UI observer   and 
The Kalman Filter  is given below. There are   five state  in the system  i.e    five error plot is shown below. Five states 
are as follows x1=Φ , bank angle (rad), x2=yaw rate (rad/sec), x3=roll rate (rad/sec) , x4=sideslip-angle (rad) and 
x5=washed out filter state.   
 

XI.SIMULATION RESULT  
 

 Actual state of a noisy system , estimated state by UI observer using projection operator method and estimated state by 
Kalman filter in noisy environment are shown in the following figure. 
 

  
 

Fig.16:Discrete time k vs Actual bank angle x1 and Estimated state bank angle by UI observer and  Kalman 
Filter(rad/sec) 
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Fig17: Discrete time k vs Actual  yaw rate x2 and Estimated state yaw rate by UI observer and Kalman Filter(rad/sec) 
 

  
 

Fig.18: Discrete time k vs Actual  roll  rate x3 and Estimated roll rate by UI observer and Kalman Filter(rad/sec) 
 
 

 
Fig.19: Discrete time k vs Actual Side slip angle x4 and Estimated side slip angle  byUI observer and  Kalman 

Filter(rad)        
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Fig.20: Discrete time k vs Actual washed out filter state x5and Estimated washed out filter state by Kalman Filter.  

 
COMPARISON OF ERROR OF KALMAN FILTER AND UI OBSERVER  
 
Errors in estimation of states by Kalman Filter and UI reduced order  observer are compared . Comparison of errors are  
shown in the following figure. 
 

  
Fig.21:Discrete time k vs Estimated bank angle error e1 of UI observer and Kalman Filter (rad/sec) 

 
 

 
Fig.22:Discrete time k vs Estimated Yaw rate error e2 of UI observer and Kalman Filter (rad/sec) 
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Fig.23:Discrete time k vs Estimated Roll rate error e3 of UI observer and Kalman Filter (rad/sec) 

 

 
Fig.24:Discrete time k vs Estimated Side slip error e4 of UI observer and Kalman Filter (rad) 

 

                              
Fig.25:Discrete time k vs Estimated Washed out filter state error e5 of UI observer and Kalman Filter (rad/sec) 

 
 RMS ERROR COMPARISON  
Finally I have compared the RMS error of UI observer and RMS error of Kalman Filter and error covariance. 
Simulated outputs are shown in the following figures. 
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Fig.26:Discrete time k vs RMS of  Bank angle error e1 of UI observer , Kalman Filter and Error covariance P1 
(rad/sec) 

 

  
 

Fig.27:Discrete time k vs RMS of Yaw rate error e2 of UI observer ,Kalman Filter and Error covariance P2 (rad/sec) 
 

    
 

Fig Fig.28:Discrete time k vs RMS of Roll rate error e3 of UI observer ,Kalman Filter and Error covariance P3 
(rad/sec) 
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Fig.29:Discrete time k vs RMS of side slip angle error e4 of UI observer ,Kalman Filter and Error covariance P4 (rad) 
 

 
 

Fig.30:Discrete time k vs RMS of Washed out filter state error e5 of UI observer ,Kalman Filter and Error covariance 
P5  

 
XII.CONCLUSION 

 
This paper summarizes a number of conclusions that can be drawn from the work . Reduced order unknown input 
observer  is used here to  estimate the state of the fifth order lateral axis model of an aircraft model of L-1011 in 
continuous and discrete domain. Also it is seen that UIO is capable of estimating state of a system in noisy environment 
in discrete domain. Here initial value of UIO observer q(0) is assumed to be zero.It is seen that estimated error using 
UIO using projection operator method is low in noise free system.It is a good estimator for noise free system. But it   
gives poor performance in estimation in noisy environment. Finally discrete Kalman filter is used to estimate the state 
of the fifth order lateral axis model of an aircraft model of L-1011 system in noisy environment. Kalman filter is good 
minimum variance estimator and it gives satisfactory result in noisy environment.It is easy to conclude from the error 
plot ( in fig. 21 to fig.25) and RMSE plot( in fig.26 to fig.30) that Kalman fillter is more efficient estimator than 
unknown input observer in noisy field.  There is some limitation of using Kalman filter .We should know mean and 
correlation of the process noise Wk and measurement noise vk  at each time instant.We should know process noise 
covariance Q , measurement noise covariance R and error covariance P also. If it is not given then estimation by 
Kalman filter is not possible correctly. In this paper process noise Wk and measurement noise vk is assumed to be zero 
mean white Gaussian noise .The value of P,Q,R is assumed as identity matrix in this paper.We have applied Kalman 
filter and UI observer to estimate state for the linear system only not for non-linear system. In future Extended Kalman 
Filter ,Unscented Kalman Filter ,UI observer ,Sliding mode observer, particle filter and Disturbance observer will be 
applied to estimate states of non-linear systems and compared their performance in estimation. 
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