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ABSTRACT 

The prediction of space radiation dose rates holds significant importance for 

space science research. In this paper, a hybrid neural network-based 

approach for forecasting space radiation dose rates is proposed, utilizing a 

dataset of 4,174,202 in orbit measurements collected over a 12-month 

period from satellites. During data pre-processing, a first derivative wavelet 

transform is applied to retain trend information and perform noise reduction. 

In model design, the FDW-LSTM model is introduced, combining the First 

Derivative Wavelet (FDW) transform with Long Short-Term Memory (LSTM) 

networks. Experimental results demonstrate a coefficient of determination 

(R2) of 0.97 between the predicted values and actual measurements for the 

FDW-LSTM model. Compared to the Mean Absolute Deviation (MAD), 3-

Sigma Rule (3𝜎), and Quartile methods, the FDW-LSTM model yields an 

average increase of 0.2 in R2. Additionally, compared to the predictions of 

the GRU and RNN neural networks, the FDW-LSTM model achieves an 

improvement of 0.12 and 0.54 in R2, respectively. 

 

Keywords: Dose rate prediction; Network; Long Short-Term Memory (LSTM); 

Wavelet transform 
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INTRODUCTION 

The space radiation environment significantly impacts satellite operations. Satellites in orbit are exposed to various 

forms of radiation such as protons, electrons and heavy ions, leading to single particle effects that can seriously 

affect their reliability. Dose rate, as a critical component of space radiation, holds undeniable importance. Accurate 

assessment of dose rates is crucial for a multitude of space science studies, ranging from investigating the impact 

of radiation on organisms to exploring space weather phenomena, all of which heavily rely on dose rate [1-7].  

However, merely understanding the variations in the radiation environment falls short; accurate prediction is 

equally crucial. Precisely forecasting the changes in dose rate provides valuable data reference for satellite 

operational forecasting and space weather research. With the continuous advancement of the field of machine 

learning, many studies are applying deep learning to time series prediction, among which neural networks have 

exhibited strong performance in space radiation prediction. Given the data characteristics of radiation dose rates, 

methods such as Convolutional Neural Networks (CNN) and ARMA Neural Networks, which possess unique 

advantages in addressing time series problems, have also been employed for space radiation prediction, 

significantly enhancing predictive accuracy. Specifically, Long Short-Term Memory Networks (LSTM) have shown 

superior predictive performance in time series forecasting due to their distinctive forget gate mechanism [8-23]. 

Meysam et al. proposed a hybrid machine learning algorithm, WLSTM, for daily solar radiation prediction, 

considering relative humidity, potential evapotranspiration, temperature, precipitation, and temperature. The model 

was trained with five different input combinations, and the results indicated that the WLSTM model significantly 

improved predictive accuracy, with the worst R2 value reaching 0.88 and the best R2 achieving 0.966 [24]. Sahar et 

al. combined Support Vector Machine (SVM), Gene Expression Programming (GEP), Long Short-Term Memory 

Networks (LSTM), and wavelet transform for predicting solar radiation across five datasets [25]. The outcomes 

demonstrated that the results obtained using the LSTM model had lower dispersion and outperformed other 

models in terms of RMSE, SI, and MAE evaluation metrics. WEI, Lihang, et al. employed Long Short-Term Memory 

Networks (LSTM) to develop a model for predicting daily >2 MeV electron integral flux in the geostationary orbit [26]. 

Their model utilized geomagnetic and solar wind parameters as well as the past five days' values of >1 MeV 

electron integral flux itself as inputs. Experimental results indicated a significant improvement in predictive 

efficiency compared to some earlier models, with predictive efficiencies of 0.833, 0.896 and 0.911 for the years 

2008, 2009 and 2010 respectively.  

Overall, in the context of space radiation environment, particularly the prediction of space radiation dose rates, 

although machine learning methods offer a promising avenue, they also encounter a series of challenges. Firstly, 

the complexity of the data increases the difficulty of the prediction task. Secondly, the presence of various noise 
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sources may interfere with predictive models, affecting the accuracy of predictions. Most importantly, the accuracy 

of the prediction model remains a critical challenge [27-31].  

Due to the large volume of satellite measurement data, the space environment of on-orbit satellites is complex and 

dynamic. Additionally, factors such as detector technology and raw data unpacking techniques contribute to various 

forms of noise in the measured data. Therefore, employing suitable data preprocessing techniques to handle the 

measured data is crucial in obtaining data that is conducive to subsequent neural network learning [32].  

Traditional data preprocessing methods, such as the Median Absolute Deviation (MAD) and the 3σ (standard 

deviation) method, incur high time costs and exhibit poor performance when applied to this type of data. Moreover, 

they may lead to the loss of the original data's trend. Consequently, there is a need for more effective time-series-

based data preprocessing methods [33-37]. 

In recent years, wavelet decomposition, aimed at improving prediction accuracy, has garnered attention. Wavelet 

Transform (WT), a signal processing algorithm, is capable of beneficially decomposing observed time-series data in 

terms of both time and frequency. Wavelet analysis extracts information at different resolution levels from raw data, 

thereby enhancing the predictive performance of neural networks [38-42].  

For instance, Sharifi et al. utilized Continuous Wavelet Transform (CWT) and Multi-Layer Perceptron Neural Network 

(MLPNN) to predict Solar Radiation (SR), resulting in favorable predictive performance [43]. The CWT-MLPNN 

combination displayed an improved correlation coefficient R2 value from 0.86 to 0.89 for one-day-ahead prediction. 

Similarly, Singla et al. and associates proposed a model combining Full Wavelet Packet Decomposition (FWPD) with 

Bidirectional Long Short-Term Memory (BILSTM) [44]. This fusion raised the R2 value for SR prediction from 0.918 to 

0.999.  

In summary, to further enhance the prediction accuracy of space radiation dose rates, this paper proposes a model 

that combines First Derivative Wavelet (FDW) and Long Short-Term Memory (LSTM), referred to as FDW-LSTM. The 

main contributions of this paper are as follows: (1) Introducing a data preprocessing method (First Derivative 

Wavelet Transform) to capture the trend of measured data, applying wavelet transform for noise reduction, and 

extracting valuable information. (2) Utilizing the LSTM neural network for predicting space radiation dose rates. (3) 

Through experimental comparisons, validating the accuracy of the proposed FDW-LSTM model, which outperforms 

traditional neural network models in predicting space radiation dose rates. 

 

MATERIALS AND METHODS 

Data preparation  

The in-orbit satellite dose rate data in this paper is provided by Shanghai Sast Space Technology Co. Ltd. The 

satellite number used in this paper is 52085, with orbital elements as follows: Semi-major axis of 7395 km, 

eccentricity of 0.01, inclination angle of 63.398, perigee argument of 41.145, right ascension of ascending node of 

132.892, and mean anomaly of 319.739. The orbital period is 105.47 minutes. The satellite employs Si detectors 

with an equivalent shielding thickness of 1 mm Al. The dose rate data used in this study is selected from the 

satellite's measurements taken from April 2022 to March 2023.  

In Table 1, the data is categorized into 26 operating cases. For each case, the provided information includes the 

time range, space weather event type and occurrence time. 

Table 1. Detailed information of operating cases. 
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No. Time range Space-weather event Occurrence time Case identification 

1 22.4.17-4.18 None None #1 

2 22.4.24-4.25 None None #2 

3 22.5.07-5.08 None None #3 

4 22.5.09-5.10 None None #4 

5 22.8.11-8.13 Relativistic Electron 2022/8/11 9:25 #5 

 

Enhancement 

2022/8/12 

11:55 

 

6 22.8.13-8.15 Relativistic Electron 

2022/8/13 

13:10 #6 

 

Enhancement 

2022/8/14 

19:55 

 

7 22.8.15-8.17 Relativistic Electron 

2022/8/15 

12:30 #7 

 

Enhancement 

2022/8/16 

13:20 

 

8 22.8.17-8.19 Relativistic Electron 

2022/8/17 

16:35 #8 

 

Enhancement 

  9 22.8.19-8.21 None None #9 

10 22.8.25-8.27 Relativistic Electron 

2022/8/25 

14:50 #10 

 

Enhancement 

2022/8/26 

14:50 

 

11 22.8.27-8.29 Solar Proton Event 

2022/8/27 

12:20 #11 

12 22.9.02-9.04 None None #12 

13 22.9.04-9.06 None None #13 

14 22.9.06-9.08 Relativistic Electron 2022/9/6 15:00 #14 

 

Enhancement 2022/9/7 10:30 

 15 22.9.17-9.19 None None #15 

16 

22.11.16-

11.18 None None #16 

17 

22.11.18-

11.20 None None #17 

18 

22.11.20-

11.22 None None #18 

19 

22.11.22-

11.24 None None #19 

20 

22.11.24-

11.26 None None #20 

21 

22.12.02-

12.04 Relativistic Electron 2022/12/3 7:00 #21 

 

Enhancement 

2022/12/4 

10:25 

 

22 

22.12.06-

12.08 None None #22 

23 

22.12.18-

12.20 None None #23 

24 

23.01.01-

01.03 Relativistic Electron 2023/1/1 22:00 #24 

 

Enhancement 

 

25 

23.02.16-

02.18 None None #25 

26 

23.02.18-

02.20 None None #26 
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Data pre processing 

Currently, commonly used data processing methods include the Median Absolute Deviation (MAD) method, 

the 3𝜎 (three times standard deviation) method, and the quartile method. MAD method, a frequently employed 

technique for outlier detection in recent years, exhibits characteristics of insensitivity to both sample size and 

outliers. The primary steps involved in this approach are as follows: Firstly, calculate the median MA of variable A; 

Secondly, subtract the median MA from variable A to obtain variable B and take the absolute value of variable B, 

yielding variable C; Thirdly, determine the median MC of variable C; Fourthly, transform MC into MAD, MAD=1.4862 

× MC; Sixthly, compute the threshold  , where values exceeding   are considered outliers to be removed, 

according to the formula provided below, (where n represents a multiplier, chosen based on practical 

considerations): 

 

MA n MAD    …………….. (1) 

 

The 3𝜎 calculates the standard deviation and establishes a valid value range based on a certain probability. 

This method is applicable to data that follows a normal distribution and assumes a large dataset. According 

to this method, data falling within the range of (µ-3𝜎, µ+3𝜎) are considered normal values 

(where µ represents the mean and 𝜎 denotes the standard deviation), while data outside this range are 

identified as outliers and should be eliminated.  

The quartile method entails the computation of three data points to partition a dataset into four equal segments. 

The precise steps for calculation are as follows: Firstly, determine the first quartile point Q1 and the third quartile 

point Q3. Subsequently, calculate the Inter Quartile Range (IQR), which is defined as the difference between Q3 and 

Q1, IQR =Q3- Q1. Finally, data falling within the range of (Q1-3IQR, Q3+3IQR) are regarded as normal values, whereas 

data points lying outside this range are identified as outliers and thus should be eliminated.  

The aforementioned data processing methods involve removing data points based on predefined thresholds. While 

these methods can eliminate some outliers, these data points often hold significance in dose rate prediction. 

Removing such data points can disrupt the inherent trend of the original data, hindering subsequent neural 

networks from learning the complete time series pattern. 

In the realm of time series analysis, the discovery of wavelet transform has introduced a novel technical approach 

for analyzing noise phenomena. Wavelets, being finite-length orthogonal bases, offer a means to represent time 

series in the domain of time scales at varying resolutions. This makes them particularly well-suited for decomposing 

non-stationary time series data. 

 

In Figure 1, we employ the first derivative wavelet transform, a method capable of addressing the over-elimination 

issue during data preprocessing while preserving the original data's fluctuation trend. The process of the first 

derivative wavelet transform involves calculating the trend component of the data using the moving average 

method, decomposing the data through wavelet transform with appropriate wavelet bases and decomposition 

levels. This ultimately yields processed, reliable and accurate time series data. 
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Figure 1. Data preprocessing process (the first derivative wavelet transform). 

 

 

 

 

 

We start by employing the moving average method to calculate the data's trend component, denoted as Tt. The 

moving average method is a commonly used smoothing technique that involves computing the mean of the data 

within a sliding window to reduce noise and retain trend information. By calculating the trend component, we can 

better capture the overall data trend, perform preliminary noise reduction, and minimize interference in subsequent 

analysis and modeling. The formula for the moving average method is as follows: 

 

kt

t j

j k

mT

y 






………………. (2) 

 

Where yt    represents the time series data, and m=2k+1, implying that the trend at time t is obtained by calculating 

the average of yt over the preceding and succeeding k cycles. This approach is referred to as "m-MA," specifically 

"m-order moving average." In the case of achieving an even-order moving average, we perform two consecutive odd-

order moving averages to accomplish this.  

Next, we process the data using wavelet transform. To determine the threshold, we employ the technique of 

wavelet transform with the minimax threshold method. This approach relies on the distribution characteristics of 

wavelet coefficients and involves comparing the amplitude of wavelet coefficients to the threshold to identify 

anomalies. It is a straightforward and effective signal processing method, capable of efficiently removing noise 

while retaining crucial information. The threshold  is calculated using the following empirical formula: 
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0, 32

0.3936 0.18291 2 , 32

N

N N


  
  

    …………… (3) 

 

Where N represents the length of the input sequence. 

 

Proposed neural network 

 

Recurrent Neural Network (RNN) is a fundamental type of multi-layered feedback neural network that exhibits 

strong processing capabilities for sequential data. RNN can be represented by the following computational formula: 

 

(v.s )t to g
…………. (4) 

 

1s (u.x w.s )t t tf  
………… (5) 

 

 

In Equation (4) and (5), the variable 𝑉 signifies the weight parameters that connect the hidden layer to the output 

layer. The variable St represents the hidden layer values, which are determined by applying an activation function 𝑔 

to the weighted sum of the inputs. The output layer values Ot are obtained from the hidden layer values. The 

variable U represents the weight parameters connecting the input layer to the hidden layer. The variable Xt denotes 

the current input values, while St-1 represents the values of the previous hidden layer.  

It is evident from the equation that the hidden layer values St not only depend on the current input values Xt but 

also take into account the influence of the previous hidden layer values St-1 weighted by 𝑊in the current input. This 

weighted contribution allows for the consideration of the previous hidden layer's impact on the current hidden layer 

values.  

The Gated Recurrent Unit (GRU) introduces the concepts of an update gate and a reset gate in order to better retain 

historical information. The computation formula for GRU is as follows:  

 

1(W [h , x ] b )r r t t rg   
……………. (6) 

 

'

1h tanh(W [g h , x ] b )t h r t t h 
……………. (7) 

 

1g (W [h , ] b )z z t t zx  
……………… (8) 

 

'

1h (1 g )ht z t z tg h  
…………….. (9) 
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In Eq. (6), gr corresponds to the gate control vector of the reset gate, which is determined based on the current 

input xt and the state vector from the previous time step ht-1. The sigmoid activation function σ is applied, and Wr 

and br represent the weights and biases associated with the reset gate.  

In Equation. (7), the variable 

'h t  represents the candidate state at time step t. It is computed by activating the reset 

gate gr and the state vector from the previous time step 1h t using the tangent (tanh) function. The weights and 

biases related to the candidate state are denoted as Wh and bh.  

Equations 8 and 9 introduce the use of gz to control the signal of the new input state vector 

'h t .On the other hand, 

1-gz is utilized to regulate the influence of the previous time step's state vector ht-1 on the new input state vector

'h t . 

These gating mechanisms serve to control the impact of the previous time step's state vector on the computation of 

the new input state vector.  

LSTM represents a refined version of traditional RNN. While conventional RNN process input and output sequences 

independently, they encounter challenges in capturing intricate relationships within long sequences, where the 

interdependencies between earlier and later segments are crucial. Consequently, LSTM was introduced as a 

solution to address the issue of long-term dependencies within time series data. By virtue of its advanced memory 

capabilities, LSTM excels in acquiring and retaining long-term dependencies, thus facilitating the seamless 

propagation of information across multiple time steps in a time series. Notably, LSTM surpasses RNN in terms of 

performance when confronted with extensive sequences. 

 Figure 2 depicts the structure of the LSTM model, comprising three LSTM layers labeled as A. Each LSTM layer 

incorporates distinct neuron inputs, namely the current input Xt, the output of the preceding LSTM unit ht-1, and the 

cell state vector of the preceding LSTM unit Ct-1. The neuron outputs of each LSTM layer encompass the output of 

the current LSTM unit Ht and the cell state vector of the current LSTM unit at time step t, represented as Ct. 

Figure 2. Structure of LSTM model. 

 

The internal neural architecture of LSTM, consists of memory cells within each layer. These memory cells 

incorporate essential components such as the forget gate ft, input gate it, and output gate Ot. The forget gate plays 

a crucial role in deciding the information to be discarded or preserved. By subjecting the current input Xt and the 

output of the previous LSTM unit ht-1 to a sigmoid activation function, a range of values between 0 and 1 is 

obtained. Values close to 1 signify the information to be retained, while values close to 0 indicate the information to 

be forgotten. The expression for the forget gate can be expressed as: 
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 1,t f t t ff W X h b 
    …………….. (10) 

 

In Equation 10, Wf represents the weights of the forget gate, and bf represents the bias of the forget gate. The input 

gate serves to update the cell state within the LSTM network. Initially, the current input Xt and the output of the 

previous LSTM unit ht-1 undergo a sigmoid activation function, resulting in a control value it ranging between 0 and 

1. A value close to 0 signifies insignificance, whereas a value close to 1 denotes significance. Subsequently, the 

combination of the current input it and the output of the preceding LSTM unit ht-1 is fed into a tangent (tanh) 

function, producing a new state information �̃� that spans the range of 0 to 1. Essentially, �̃� encapsulates the 

pertinent information for the current LSTM unit, with it regulating the extent to which information from �̃� is 

assimilated into the cell state. Consequently, the previous cell state Ct-1 is updated to the new cell state Ct by 

multiplying it with the forget gate ft , which discards irrelevant information, and subsequently multiplying it with the 

input gate it and �̃�  to yield the updated cell state vector: 

 

1(W[X ,h b ])t i t t ii   
…………… (11) 

 

�̃� = tanh (𝑊𝑐[𝑋𝑡 , ℎ𝑡−1 + 𝑏𝑐])………………. (12) 

 

𝐶𝑡 = 𝑓𝑡 × 𝐶𝑡−1 + 𝑖𝑡 × �̃�…………… (13) 

 

In Equation 11 and 12, Wi and bi represent the weights and biases of the input gate, while Wc and bc represent the 

weights and biases of the control unit. The output gate serves the purpose of determining the value of the next 

hidden state. Initially, the sigmoid activation function is employed to ascertain the components of the cell state that 

should contribute to the output. Subsequently, the newly acquired cell state Ct from the input gate is subjected to 

the tangent (tanh) function. Ultimately, the output of the tanh function is multiplied by the output of the sigmoid 

activation function, yielding the ultimate output value Ct. The expression for this is as follows: 

 

1(W [X ,h b ])t o t t oo   
…………… (14) 

 

h tan(C )t t to 
…………….. (15) 

 

In Equation 14, Wo and bo represent the weights and biases of the output gate, respectively. 

 

Evaluation criteria 

Fifteen sets of data were randomly selected from the 26 different operating cases for training the data-driven 

model, while the remaining eleven sets were reserved for validation in each prediction. In order to mitigate the 

impact of randomness in training and testing set selection, as well as the variability introduced by parameter 

determination in modeling approaches, each method was run a minimum of 50 times to capture its predictive 

accuracy. The evaluation metrics were calculated using predicted data from the validation set and actual data.  
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To evaluate the predictive performance of the proposed model, three evaluation metrics are employed: The 

coefficient of determination (R2), Mean Squared Error (MSE), and Mean Absolute Error (MAE). The specific formulas 

for these metrics are as follows: 

 

2
2 2

1 1
ˆ ˆ1 (y ) / (y ) , [0,1]

n n

i l ii i
R y y

 
     

…………. (19) 

2

1
ˆ(y ) / , [0, )

n

i li
MSE y n


   

……………….. (20) 

1
ˆ| y | / , [0, )

n

i li
MAE y n


   

………………. (21) 

Where yi represents the real value, 
ˆ

ly
 represents the predicted value, 𝑦̅  represents the mean value of the real 

values, and n denotes the number of samples. 

 

RESULTS AND DISCUSSION 

 

First Derivative Wavelet (FDW) method 

To begin, the moving average method is employed to extract the trend component from the original dose rate data. 

In order to determine the appropriate order (m) for the moving average, this study examines orders of 2, 5, 7, and 

9. The trend component curves obtained through the moving average method capture the primary direction of the 

time series. Furthermore, with increasing m, the moving average curve tends to become smoother. Since the 

moving average method provides an initial estimation of the trend component from the raw data and aims to retain 

the underlying fluctuation pattern, in this paper, we take m=2 (Figure 3). 

Figure 3. Processing results of moving average method (m=2,5,7,9).  

 

The second step involves denoising the trend component. We attempted denoising using five different wavelet 

bases: Haar, db2, db3, db4 and db5. Since excessively high decomposition levels can lead to the loss of some 

original signal information, all five wavelet bases were applied with a decomposition level of 1.  
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Table 2 presents the R2 and MSE values after applying different wavelet bases for wavelet transformation. Upon 

comparison, it is evident that there is minimal variation in R2 and only slight differences in MSE across these 

wavelet bases. This suggests that these wavelet bases possess similar capabilities in capturing data trends. 

Notably, the R2 values for each wavelet base remain above 0.99, indicating the effectiveness of wavelet processing 

in preserving valuable information from the original data and retaining high-quality data points. 

 

Table 2. Evaluation criteria after different wavelet basis processing. 

 

 

Metrics/Basis 

 

db2 

 

db3 

 

db4 

 

db5 

 

Haar 

R2  

0.9977 

 

0.9987 

 

0.9987 

 

0.9983 

 

0.9987 

 

MAE(e-07) 

 

3.8702 

 

2.8350 

 

2.8153 

 

2.8038 

 

2.8441 

By comparing the effects of different wavelet bases, we obtained the results of the wavelet transformation. Among 

these wavelet bases, we observed that high decomposition levels lead to information loss. For our dataset, utilizing 

the db3 wavelet base is sufficient to achieve the desired outcome while retaining the essential fluctuation trends of 

the parent time series (Figure 4). 

 

Figure 4. The results of different wavelet basis processing at different dose rate with respective time. 

 

 

 

LSTM model structure and parameters 

The structure and hyperparameters of the neural network model have a significant impact on its predictive 

performance. The structure involves factors such as the number of hidden layers and neurons per layer, while 

hyperparameters include batch size and number of iterations. In this study, a two-layer LSTM model was employed, 
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with each layer containing 30 neurons. The batch size was set at 50, and the model was trained for 30 epochs. The 

model architecture is illustrated. The input data for the LSTM model consisted of preprocessed data, with the input 

factor being the univariate dose rate time series. The time step was set to 3. The Adam optimizer was used for 

optimization, and the training-to-testing dataset ratio was 0.5. To mitigate overfitting, a dropout layer with a dropout 

rate of 0.6 was introduced between the two LSTM layers. Finally, the predicted dose rate results were output 

through a fully connected layer (Figure 5). 

Figure. 5 Structure and hyperparameters of the neural network model of the LSTM. 

 

 

 

To facilitate comparative analysis of the proposed model's predictive performance in subsequent experiments, this 

study conducts a comparison between the predictions of the LSTM model and those of the RNN and GRU models. 

The neural network architectures of the RNN and GRU models closely resemble that of the LSTM model, and the 

training and testing dataset divisions are consistent across all three models. 

Experiments and analysis 

Firstly, the initial set of experiments is conducted to analyze the impact of different data processing methods on 

predictive performance. The experimental results, revealing that the data processed using the FDW method 

demonstrates improved predictive performance in terms of MSE and MAE compared to the other three methods. 

Furthermore, the LSTM model based on the first derivative wavelet denoising method achieves a correlation 

coefficient of 0.94 between predicted and actual values, surpassing the performance of the LSTM model using 

other data processing techniques by enhancements of 0.15, 0.25 and 0.05, respectively. The primary reason for 

these differences lies in the FDW method's ability to retain high-quality data points from the original dataset while 

capturing the fluctuation trends through trend term estimation, resulting in a more accurate alignment of predictive 

outcomes with actual values (Table 3). 

Table 3. Evaluation metrics for dose rate prediction of the LSTM model based on the FDW method, MAD method, 

3σ method, and Quartile method. 

 

 

Method R2 MSE MAE 

FDW 0.94 4.90E-12 9.80E-07 

MAD 0.79 6.30E-11 1.90E-06 

3σ 0.69 1.10E-10 2.10E-06 

Quartile 0.89 1.20E-11 1.30E-06 
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Figure 6 illustrates the predictive results based on the FDW method, MAD method, 3σ method, and Quartile method 

using the LSTM model for operating condition #7. In the figure, the black line represents the actual dose rate 

values, while the red line represents the predicted values. From Figure 8, it can be observed that the MAD method 

exhibits the poorest predictive performance. This is attributed to the insensitivity of the MAD method to peak values 

in the data, rendering it unsuitable for handling the dose rate data in this study. The Quartile method displays a 

delayed response in its predicted values, coupled with suboptimal predictive performance. 

The 3σ method shows good numerical predictions, yet instances of predicted values exceeding actual values are 

evident, which is a recurring pattern in predictions across various conditions. The continuous occurrence of 

predicted values exceeding the actual values suggests that the model may have over fit the noise present in the 

training data and failed to accurately capture the true underlying relationship. Additionally, the 3σ method also 

demonstrates prediction delays. The subpar predictive accuracy of these methods arises due to their inability to 

eliminate a significant portion of noise, resulting in the neural network learning from noise during training and thus 

yielding inaccurate predictions. Moreover, both the MAD method and the 3σ method exhibit lagged predictions, 

stemming from the neural network's inability to effectively capture data trends. 

In contrast, the FDW-LSTM model outperforms the other three models in numerical prediction and data fluctuation 

forecasting. This is attributed to the FDW method's initial trend term estimation during data processing, which 

maximally preserves data fluctuation trends. This enables the LSTM model to accurately capture data trends during 

subsequent learning, preventing misalignment between predicted and actual values. The FDW method's use of 

wavelet transformation aids in noise reduction and decomposition of the original time-series signal into sub-signals 

of different frequency components, facilitating the extraction of local features and trend information. This 

empowers the subsequent neural network model to learn from a cleaner time-series, focusing more effectively on 

useful information for prediction. 

The final outcome underscores the FDW-LSTM model's capability to forecast dose rate data trends, with a 

correlation coefficient of 0.94 between predicted and actual values. This heightened accuracy results in improved 

predictive performance, achieving a more robust prediction outcome. 

Figure 6. Comparison of dose rate prediction using LSTM models with (a) FDW, (b) MAD, (c) 3σ, and (d) Quartile 

methods (case #7).  

 

Moving on to the second set of experiments, we contrasted the predictive performance of different neural network 

models on dose rates. Both LSTM and GRU models utilized the FDW method for data pre-processing, as did the 

RNN model. The experimental results are presented. Analysis revealed that the LSTM model exhibited the lowest 

MSE, while both the LSTM and GRU models displayed similar MAE values, both of which were superior to the RNN 
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model. The correlation coefficient R2 between predicted and actual values was highest for the LSTM model, 

reaching 0.96. This is an improvement of 0.12 and 0.54 compared to the other two models, indicating that the 

LSTM model holds a advantage over the other neural network models in predicting dose rates within the space 

radiation environment (Table 4). 

Table 4. Evaluation metrics for dose rate prediction of LSTM, GRU, and RNN models. 

Model R2 MSE MAE 

LSTM 0.96 3.70E-12 1.10E-06 

GRU 0.84 1.70E-11 1.10E-06 

RNN 0.42 6.60E-11 2.40E-06 

 

Figure 7 illustrates the best and worst predictive accuracy cases within the validation set. In the most favorable 

case (case #13), the FDW-LSTM model achieves an R2 of 0.98, while in the least favorable case (case #16), the 

determination coefficient between FDW-LSTM model predictions and simulated data stands at 0.91. The black line 

represents satellite-measured dose rate data, the red line depicts FDW-LSTM model predictions, the green line 

signifies RNN model predictions, and the blue line indicates GRU model predictions.  

Overall, the FDW-LSTM model outperforms the other two models in both numerical prediction and capturing 

fluctuation trends. Particularly, in instances where the measured data values are on the higher side, FDW-LSTM 

demonstrates superior predictive performance compared to the other two models. However, there is room for 

improvement in accurately predicting peak values, which constitutes our next area of focus. 

In Figure 7b the FDW-LSTM model avoids the misalignment of predicted and actual values. This is attributed to the 

FDW-LSTM model retaining the trend components of measured data during data preprocessing, allowing the trend 

of predicted values to closely match that of actual measurements. 

Figure 7. Comparison diagram of dose rate prediction of LSTM, GRU and RNN models (The prediction of case #13 is 

the best (a), and the prediction of case #16 is the worst (b)) 

 

Figure 8 showcases several scenarios from the validation set that encompass space weather events (case#6, 

case#10, case#11, case#21), including solar proton events and Relativistic Electron Enhancement. During 

occurrences of space weather phenomena, the model exhibits favorable predictive performance, thereby affirming 

its accuracy during space weather periods. Even amidst intense variations in the space environment, the FDW-
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LSTM model maintains a reasonable level of prediction accuracy. This capability offers a certain degree of 

predictive support for further space weather forecasting, particularly during periods of heightened space 

environmental activity. 

 

Figure 8. The prediction performance of FDW-LSTM model during space weather. 

 

 

 

 Figure 9a displays the scatter plot of predicted values versus actual values obtained from the FDW-LSTM model for 

all scenarios, with the red lines representing an 8% error range. Observing the high-density points within the two red 

line regions demonstrates that the predictive errors of the FDW-LSTM model are well-contained within a reasonable 

range. However, a few data points still exhibit larger errors, necessitating further investigation to enhance the 

model's predictive accuracy. Moving, a numerical assessment of the FDW-LSTM model's predictive accuracy is 

presented. Figure 9b showcases the coefficient of determination (R2) between the predicted and actual values after 

predicting for all 26 scenarios. For the best-case scenario, the R2 value between predicted and actual values 

reaches 98%. Conversely, for less favorable scenarios, the R2 value between predicted and actual values is 91%. 

The average R2 value across all 26 scenarios is 0.975, indicating a certain level of reliability in the predictive 

results. This further underscores the feasibility of the FDW-LSTM model proposed in this paper for predicting space 

radiation dose rates. 

 

Figure 9. The two-dimensional scatter plot (a) of the predicted values and the measured values of the FDW-LSTM 

model for all cases and the correlation (b) between the predicted values and the measured values. 
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CONCLUSION 

This paper proposes a model that combines the First Derivative Wavelet denoising (FDW) method with the 

Long Short-Term Memory (LSTM) neural network, referred to as the FDW-LSTM model. The innovation of this 

study lies in its exploration of a deep learning-based predictive model for space radiation dose rates. 

Furthermore, another novel aspect is the application of the FDW method in data pre-processing, which 

preserves the fluctuation of the original data while enhancing the dataset's suitability for neural network 

learning. The experimental findings lead to the following conclusions: 

(1) The FDW method effectively denoises the original data and preserves the inherent fluctuation trend, as 

evidenced by an R2 value of 0.98 between the FDW-processed data and the original data. 

(2) The data processed with the FDW method yields improved predictive performance in the LSTM model, with 

an R2 value of 0.96 between predicted and actual values. This represents a 20% average enhancement in R2 

value compared to the MAD method, quartile method, and 3σ method. 

(3) The FDW-LSTM model outperforms the GRU and RNN neural network models in predicting radiation dose 

rates, achieving an average R2 value of 0.97. This marks a respective increase of 0.12 and 0.54 compared to 

the other two neural network models. 

(4) The FDW-LSTM model attains an R2 value of 0.91 even under the worst-case scenario, with an average 

accuracy of 0.97, demonstrating better predictive performance. 

Therefore, the FDW-LSTM model holds a distinct advantage in predicting space radiation dose rates. The 

predictive data provided by this approach can offer support in space science research, such as space weather 

forecasting. While the neural network-based approach proves advantageous in adapting to data and 

uncovering underlying temporal features, addressing extreme cases (such as sudden magnitude shifts in dose 

rates) remains a challenging task, despite its ability to predict data fluctuation trends. 

In conclusion, the FDW-LSTM model presents a viable solution for space radiation dose rate prediction, with 

the potential to support various applications in space science research, particularly in the realm of space 

weather prediction. Nonetheless, addressing exceptional circumstances that deviate significantly from the 

norm, while predicting fluctuation trends, remains a challenging aspect of this neural network-based method. 
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